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Machine Translation
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The U.S. island of Guam is maintaining a high
state of alert after the Guam airport and its offices
both received an e-mail from someone calling
himself the Saudi Arabian Osama bin Laden and
threatening a biological/chemical attack against
public places such as the airport.



Statistical Machine Translation

Hmm, every time he sees
“banco”, he either types

“bank” or “bench” ... but if
he sees “banco de...”,
he always types “bank”,
never “bench”...

Translate, translate...
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Human-translated
documents




Ready-to-Use Online Bilingual Data
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Bilingual Text (200m words)

English
strings
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Bilingual Text (200m words)

English
strings

Word
alignments

Chinese
strings

L % A Word-Aligned bilingual text

|

Phrase Pair Extraction [Och & Ney, 2004]

|

Vast Database of Phrase Pairs
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Phrase-Based Translation
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the | 7 people including by some and the russian the | the astronauts ;
it 7 people included by france and the | the russian international astronautical | of rapporteur .
this 7 out including the | from the french | and the russian the fifth
these | 7 among including from the french and of the russian | of space members
that 7 persoms | including from the of france | and to | russian of the | asrospace members .
7 include from the of france and russian astronauts . the
7 numbers inclhude from france and russian | of astronauts who &
7 populations include those from france and russian astronauts .
7 deportees included come from france and russia in astronautical personnel ]
7 philtrum | including those from france and russia a space member
including representatives from | france and the russia | astronaut
include | came from france and russia | by cosmonauts
include representatives from french and russia COSMOnauts
include came from france and russia ‘s cosmonauts .
includes coming from french and | russia s cosmonant
french and russian 's astronavigation | member .

french

and russia

astronauts

and russia ‘s

special rapporteur

,and | russia rapporteur
, and russia rapporteur .

, and russia

or | russia ‘s

Table 1: #114 the seven - member crew includes astronauts from france and

rissia .

Scoring: Try to use phrase pairs that have been frequently observed.
Try to output a sentence with frequent English word sequences.




Phrase-Based Translation

AJA) \ ~ > e =
X TN AR kA | VRE| R (R B FHL A .
the including by some and the russian the | the astronauts ;
it pegple weluded by france and the | the russian international astronautical | of rapporteur .
. Tt \ | including the | from the french | and the russian the fifth
7 among including from the french and of the russian | of space members
E: 7 persons \ including from the of france | and to | russian of the | asrospace members .
7include '\ from the of france and russian astronauts . the
7 numbers inlude from france and russian | of astronauts who &
7 populations §nclhude those from france and russian astronauts .
7 deportees i'l'l\'lldi—:d come from france and russia in astronautical personnel ]
7 philtrum | injduding those from france and russia a space member
includip e enresentatives from | france and the russia | astronaut
came from france and russia | by cosmonauts
T tatives from french and russia cosmaonauts
include came from france and russia ‘s cosmonauts .
includes coming from french and | russia s cosmonant
french and russian 's astronavigation member .
french and russia astronauts

and russia ‘s

special rapporteur

, and

| russia

rapportenr

, and russia

TAPPOrtenr .

, and russia

O

| russia ‘s

Table 1: #114 the seven - member crew includes astronauts from france and

rissia

Scoring: Try to use phrase pairs that have been frequently observed.

Try to output a sentence with frequent English word sequences.




Phrase-Based Translation
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7 numbers inlude

OIn ITance

RS

and russian
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the including by some and the russian the | the astronauts ;
it pegple weluded by france and the | the russian international astronautical | of rapporteur .
. Tt \ | including the | from the french | and the russian the fifth
7 among \ including from the french and of the russian | of | space members |
E: 7 persons  \ including from the of france | and to | russian of the -
7include '\ from the ;

7 populations §nclhude ose from france and russian astronauts .
7 deportees i]'l\'ll{].[-:d come from france and russia in astronautical personnel ]
7 philtrum | infuding tjfise from france and russia a space member
includine fenresentatives from | france and the russia | astronaut
came from france and russia | by cosmonauts
T tatives from french and russia cosmaonauts
include came from france and russia ‘s cosmonauts .
includes coming from french and | russia s cosmonant
french and russian 's astronavigation | member .
french and russia astronauts
and russia ‘s special rapporteur
,and | russia rapporteur
, and russia rapporteur .

, and russia

O

| russia ‘s

Table 1: #114 the seven - member crew includes astronauts from france and

rissia .

Scoring: Try to use phrase pairs that have been frequently observed.
Try to output a sentence with frequent English word sequences.




Phrase-Based Translation

SRTERE

KH

V| A

B
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DA -

7 numbers inlude

of fr: ;
and russian

the including by some \ the russian the | the astronauts q
it pegple weluded by france che | the russian international astronautical | of rapporteur .
i Tt \ | including the | from the french i;[i‘ﬂ rissian the fifth g
these | 7 among \ including from the french gnd of the russian | of | space members D
7 persons  \ including from the of france /| and to SEian of the - posanri
7include '\ from the .

7 pnpuldtitms‘u]mlr and russian N astronauts . __'
7 deportees induded astronautical e ]
7 philtrum member
include ame from i : and russia 's cosmonauts .
includes russia 's cosmonant
's astronavigation | member .
french and russia astronauts

and russia ‘s special rapporteur

,and | russia rapporteur

, and russia rapporteur .

, and russia

O

| russia ‘s

Table 1: #114 the seven - member crew includes astronauts from france and

rissia .

Scoring: Try to use phrase pairs that have been frequently observed.

Try to output a sentence with frequent English word sequences.



Phrase-Based Noisy Channel

WEFSA
Language |  English
Model string

_____________________________

WEST
Translation | Chinese
Model string

EngIISh - DeC(;der - Chinese

string

string



Features and Tuning

* English trigram language model

* Phrase pairs
— Conditional probability
— Bad-phrase spotter
— Word-drop spotter
— “Move Me” preference

* English output length
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These Ideas Work!

Translation Quality

(BLEU)
70
50 Phrase-based MT Progress
50 A —@
40 -
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20 |
10 -
2002 2003 2004 2005

NIST Common Evaluations
(Arabic/English)



Can a machine translate between
Chinese and English without knowing
what a verb I1s?

« Of course
e But the output Is frequently bad

“Frequent high-tech exports are bright spots for
foreign trade growth of Guangdong has made
Important contributions.”

* This phrase-based story is a little bit crazy



Syntax

Maybe we need some grammar?



MT Research Landscape

Working on syntax-based approach
to translation (nouns, verbs,
prepositional phrases...)



MT Research Landscape

Syntax will never work!

We’'re better off without syntax!

Syntax has been shown to make things worse!
It has never worked in speech recognition!
You are crazy!

22 g9s

Working on syntax-based approach
to translation (nouns, verbs,
prepositional phrases...)



MT Research Landscape

Syntax will never work! [Koehn et al 03]
We're better off without syntax! o

Syntax has been shown to make things worse!

It has never worked in speech recognition!

You are crazy!

22 g9s

Working on syntax-based approach
to translation (nouns, verbs,
prepositional phrases...)



MT Research Landscape

Syntax will never work!

Syntax will never work! You need semantics!
We're better off without syntax! Language is about the world!
Syntax has been shown to make things worse! You are crazy!

It has never worked in speech recognition! | | |
You are crazy!

Language Engineers

Working on syntax-based approach
to translation (nouns, verbs,
prepositional phrases...)



MT Research Landscape

Syntax will never work!

Syntax will never work! You need semantics!
We're better off without syntax! Language is about the world!
Syntax has been shown to make things worse! You are crazy!

It has never worked in speech recognition! | | |
You are crazy!

Language Engineers

Working on syntax-based approach
to translation (nouns, verbs,
prepositional phrases...)



NIST-2005 Common Evaluation of
Machine Translation Systems

e Chinese/English
— ISl No-Syntax system:  30.7
— 1SI Syntax system: 24.3
— Google system: ~35

* Higher is better (not like golf)

No syntax MT

Ad hoc syntax MT
Syntax-inspired MT
Syntax-sensitive MT
Syntax-aware MT
Syntax-augmented MT
Syntax-based MT
Syntax-directed MT

Syntax MT



Syntax Started to Work in 2006...

45
| case-insensitive
BLEU score e
——o°
)
No-synta

35 po -

sentences < 16 words /

(NIST-03/04)

/
7 No-syntax
30 . ./ all sentences
(NIST-2003)

apr may jun jul aug sept oct nov dec jan feb mar apr may jun july
2005 2006



NIST-2006 Common Evaluation of
Machine Translation Systems

Chinese/English
— ISI No-Syntax system:  ~30
— ISI Syntax system: 33.9

Similar results for BN genre

No-syntax = Syntax for BC
genre and for Arabic/English

Detailed testing with ASR just
beginning

No syntax MT

Ad hoc syntax MT
Syntax-inspired MT
Syntax-sensitive MT
Syntax-aware MT
Syntax-augmented MT
Syntax-based MT
Syntax-directed MT

Syntax MT



Phrase-Based Output

W T b

AT

Gunman of police killed . Decoder
Hypothesis #1




Phrase-Based Output

W T b

AT

Gunman of police attack . Decoder
Hypothesis #7




Phrase-Based Output

Gunman by police killed . Decoder
Hypothesis #12




Phrase-Based Output

T B BT ikt .

e ——

Killed gunman by police . Decoder
Hypothesis #134




Phrase-Based Output

Gunman killed the police . Decoder
Hypothesis #9,329




Phrase-Based Output

Y & B sk e e
\K‘\‘ based model
Gunman killed by police . Decoder

Hypothesis #50,654
Problematic:

« VBD “killed” needs a direct object

* VBN “killed” needs an auxiliary verb (“was”)

e countable “gunman” needs an article (“a”, “the”)

* “passive marker” in Chinese controls re-ordering
Can’t enforce/encourage any of this!



How to Get Grammar into the
Statistical MT Picture?

e Original work by Dekal Wu
 Yamada & Knight (2001, 2002)
e Galley, Hopkins, Marcu & Knight (2004)



Syntax-Based Output

T W % At

Tr|1e gunman killled b|y po||ice .

DT NN VBDIN NN

~_ e
NPB
| S\ PP
NP-C VP
C_

S

Decoder
Hypothesis #1



Syntax-Based Output

F =S ke .

\\::fiiiéiffF:::\\\

Gunman by police shot . Decoder
| | | | Hypothesis #16
NN IN NN VBD

— N—
NPB PP
| \/
NP-C VP

\/

S

g




Syntax-Based Output

W B s

\\

The gunman was killed by police . pecoder
| | | | | | Hypothesis #1923
DT NN AUX VBNIN NN

~_ ~__

NPB PP

g

highest scoring
output, syntax-
based model



Syntax-Based Output

e Better modeling of target language structure
— Always a verb
— Verb is always in the right place

« Better handling of function words
— They often don’t translate
— They control translation

« Better generalization in translation patterns



Why Target Trees Instead
of Source Trees?

Human translators need to know a lot more
about the target language.

MT system seems to know Chinese just fine.
— Any evidence to the contrary?

But the system does not know English!
— Lots of evidence

Speech input to MT
— We don’t have to parse source speech recognition

— We can generalize to source lattices instead of
strings
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estring

/

These 7 people include astronauts coming from France and Russia

|

/i“z [ANNS R E (IR ) S R PN € I B o3 7T 1 B | A

cstring




estring

word alignment /
KThese 7 people include astronauts coming from France and Russia

VA AR—

/{X [ANNS R E (IR ) S R PN € I B o3 7T 1 B | A

cstring




word
alignment

X TN TR S

/

NP

AN

DT CD NNS

cstring

VBP

NNS VBG

IN

NNP

\\These 7 people include astronauts coming from France and Russia

N VARl

CC

NNP PUNC

/.

KE EAE A K TN



Syntax-Based Noisy Channel

Tree Acceptor

Language
Model

English

tree

___________________

~_ English__
tree

‘ree Transducer
Translation Chinese

—

r-—-

Model string

Decoder |«— Chinese

string



Top-Down Tree-to-String Transducer

Original Iinput;

S
NP VP
PRO VBZ NP
he enjoys SBAR
VBG VP
listening P NP

to music

Transformation:

NP VP
PRO VBZ NP
he enjoys SBAR
VBG VP
listening P NP

to music



Top-Down Tree-to-String Transducer

Original Iinput;

S
NP VP
PRO VBZ NP
he enjoys SBAR
VBG VP
listening P NP

to music

Transformation:

NP VP
PRO VBZ NP
he enjoys SBAR
VBG VP
listening P NP

to music



Top-Down Tree-to-String Transducer

Original input: Transformation:
S

NP VP

PRO VBZ NP NP NP VBZ
. ywa y ga v

he enjoys SBAR PRO SBAR enjoys
VBG VP he VBG VP
listening P NP listening P NP

to music to music



Top-Down Tree-to-String Transducer

Original input: Transformation:
S

NP VP

PRO VBZ NP NP VBZ

kare =~ wa , , ga

he enjoys SBAR SBAR enjoys
VBG VP VBG VP
listening P NP listening P NP

to music to music



Top-Down Tree-to-String Transducer

Original Iinput; Final output:

S

NP VP

PRO VBZ NP

kare,wa , ongaku,o,kiku, no, ga, daisuki, desu

he enjoys SBAR

VBG VP

listening P NP

to  music



Top-Down Tree-to-String Transducer

Original Iinput;

S
NP VP
PRO VBZ NP
he enjoys SBAR
VBG VP
listening P NP

to music

Transformation:

NP VP
P VBZ NP
\/
he enjoys SBAR
VBG VP
listening P NP

to music



Top-Down Tree-to-String Transducer

Original input: Transformation:
S 0.2
- X0, wa, X2, 0, X1
S = S
X0:NP VP
NP VP - NP VP
x1:VBZ x2:NP ]
PRO VBZ NP P VBZ NP
ey
he enjoys SBAR he enjoys SBAR
VBG VP VBG VP
listening P NP listening P NP

to music to music



Top-Down Tree-to-String Transducer

Original input: Transformation:
S

NP VP

PRO VBZ NP NP NP VBZ

y wa y O

he enjoys SBAR PRO SBAR enjoys
VBG VP he VBG VP
listening P NP listening P NP

to music to music



Top-Down Tree-to-String Transducer

Original Iinput;

0.7
NP —> kare

S |
PRO
|

NP VP he

PRO VBZ NP

he enjoys SBAR

VBG VP

listening P NP

to music

Transformation:
NP NP VBZ
pro " sBAR | enjoys
he VBG VP

listening P NP

to music



Top-Down Tree-to-String Transducer

Original input: Transformation:
S

NP VP

PRO VBZ NP NP VBZ

kare =~ wa , , 0 1

he enjoys SBAR SBAR enjoys
VBG VP VBG VP
listening P NP listening P NP

to music to music



Top-Down Tree-to-String Transducer

Original Iinput; Final output:

S

NP VP

PRO VBZ NP

kare,wa , ongaku,o,kiku, no, ga, daisuki, desu

he enjoys SBAR

VBG VP

listening P NP Cy-
To get total probability,

to  music multiply probabilities of the
Individual steps.



Transducer Format Is Expressive

Phrasal Translation Non-constituent Phrases Non-contiguous Phrases
VP —> est4, cantand > — hay,x0 VP
/\ esta, Cantanao /\ J —» poner, x0
PRO” VP AN
VBZ VBG | PN VB x0:NP PRT
| 1 : | |
is  singing there VlB X0:NP out on
are
Context-Sensitive Multilevel Re-Ordering Lexicalized Re-Ordering
Word Insertion
S NP
NPB —» x0
DT  xO0:NNS '
| N\ P x1:NP
the x1:VB  x2:NP2 |

of



Phrase-Based and Syntax-Based
Pattern Extraction

estring o = o = =
alignment ., .
CString = = = = "=

v
ATS [Och & Ney, 2004]

.

phrase pairs consistent with word alignment




Phrase-Based and Syntax-Based
Pattern Extraction

alignm :
CString = = = =

S [Och & Ney, 2004]
}

phrase pairs consistent with word alignment

alignment
cstring =

v
GHKM [Galley et al 2004, 2006]

syntax transformation rules consistent with word alignment



GHKM

There is a unigue
set of minimal

rules that explain
a given example

NP

DT CD NNS VBP NNS VBG IN NNP CC NNP PUNC

These 7 people include astronauts coming from France and Russia

VA AR—

X 7N ERE oke AR RPN K T




G H KM VP(VBG(coming), PP(IN(from), x0:NP)) = >k H , x0

There is a unigue
set of minimal
rules that explain
a given example

QT(XO:DT, CD(7), NNS(people) > x0, 7\

. /

NP i NP

NNS | VBG IN i NNP CC  NNP PUNC

DT (these) = iX



GHKM

There is a unigue
set of minimal

rules that explain
a given example

VP(x0:VBP, x1:NP) - x0, x1

NNS | VBG IN i NNP CC  NNP PUNC

é HOREE S 5

KH!

___________




GHKM

There is a unigue
set of minimal
rules that explain B
a given example "

NNS | VBG IN { NNP CC  NNP:PUNC :

«z HOREE S 5

KH!

___________

S(X0:NP, x1:VP, x2:PUNC) - x0, x1, x2

____________



0.57
0.09
0.02
0.02
0.02
0.01
0.01

Sample “said that” rules

VP

VN
VBD SBAR-C
|
said IN X0:S-C

|
that

VP(VBD("said") SBAR-C(IN("that") x0:S-C)) -> "#i" "," x0
VP(VBD("said") SBAR-C(IN("that") x0:S-C)) -> "J)i" x0
VP(VBD("said") SBAR-C(IN("that") x0:S-C)) -> "fl" "{}" " x0
VP(VBD("said") SBAR-C(IN("that") x0:S-C)) -> "5 H" "," x0
VP(VBD("said") SBAR-C(IN("that") x0:S-C)) -> x0
VP(VBD("said") SBAR-C(IN("that") x0:S-C)) -> "% /15" X0
VP(VBD("said") SBAR-C(IN("that") x0:S-C)) -> "Ji" "," x0 "fJ"



Sample “NP-from-NP” rules

NP-C
N
X0:NPB PP

N\
IN x1:NP-C
|
from

0.27  NP-C(X0:NPB PP(IN("from") x1:NP-C)) -> x1 x0

0.15  NP-C(x0:NPB PP(IN("from") x1:NP-C)) -> "3 4" x1 x0
0.06  NP-C(x0:NPB PP(IN("from") x1:NP-C)) -> x1 "f4J" x0

0.06 NP-C(x0:NPB PP(IN("from") x1:NP-C)) -> "M" x1 x0

0.06  NP-C(xO:NPB PP(IN("from") x1:NP-C)) -> "3 " x1 "i9J" x0
0.02  NP-C(x0:NPB PP(IN("from") x1:NP-C)) -> x0 "" x1

0.01 NP-C(x0:NPB PP(IN("from") x1:NP-C)) ->"H" x1 x0

0.0l  NP-C(x0:NPB PP(IN("from") x1:NP-C)) -> x1 x0 ","



Sample SVO rules

S
<
x0:NP-C VP X3 — 7

N\
x1:VBD x2:NP-C

CHINESE / ENGLISH

0.82  S(xO:NP-C VP(x1:VBD x2:NP-C) x3:.) -> x0 x1 x2 x3
0.02  S(xO:NP-C VP(x1:VBD x2:NP-C) x3:.) -> x0 x1 "," x2 x3
0.01  S(xO:NP-C VP(x1:VBD x2:NP-C) x3:.) -> x0 "," x1 x2 x3

ARABIC / ENGLISH

0.54  S(xO:NP-C VP(x1:VBD x2:NP-C) x3:.) -> x0 x1 x2 x3
0.44  S(xO:NP-C VP(x1:VBD x2:NP-C) x3:.) -> x1 x0 x2 x3



Language Models

e Syntax-based Language Model
— Assigns P(tree) [Collins, 1997; Charniak, 2001]
— Unlike parser, must be trained on domain data
— Still unproven!

 N-gram Language Model
— Standard trigram model

—“Only judge a tree by Its leaves”
— Used In current syntax-based MT systems



Decoder

Bottom-up CKY parser

Builds English constituents on top of
Chinese spans

Record of rule applications (the
derivation) provides information to
construct English tree

Returns k-best trees



Syntax-Based Decoding

Rules apply when their right-hand sides (RHS)
match some portion of the input.

“these” “include” “France” “and” “Russia” “astronauts”
RULE 1: RULE 2: RULE 4: RULE 5: RULE 6: RULE 8: RULE 9:
DT(these) VBP(include) NNP(France) CC(and) NNP(Russia) NP(NNS(astronauts)) PUNC(.)
> X > A > > M > HRP > Ffi, i >.

X7 PR ORE O EE R EEFE 1 TN K

/



Syntax-Based Decoding

“France and Russia”

RULE 13:

NP(x0:NNP, x1:CC, x2:NNP)

> x0,x1,x2

“these” “include” “France” “and” “Russia” “astronauts”

RULE 1: RULE 2: RULE 4: RULE 5: RULE 6: RULE 8:
DT(these) VBP(include) NNP(France) CC(and) NNP(Russia) NP(NNS(astronauts))
> X > PR > V[ > fi > HE iy > Fhi, i

RULE 9:
PUNC(.)
>,

X7 PSS ORE VAR AT EF 1 TN A

“|




Syntax-Based Decoding

“coming from France and Russia”

RULE 9:
PUNC(.)
>,

RULE 11:
VP(VBG(coming), PP(IN(from), x0:NP))
> KH ,x0
“France and Russia”
RULE 13:
NP(x0:NNP, x1:CC, x2:NNP)
> x0,x1,x2
“these” “include” “France” “&” “Russia” “astronauts”
RULE 1: RULE 2: RULE 4: RULE 5: RULE 6: RULE 8:
DT(these) VBP(include) NNP(France) CC(and) NNP(Russia) NP(NNS(astronauts))
> X > P > 1EH > fi > RP M > FlL, i

“|

X7 PSS ORE VAR AT EF 1 TN A




“these”

RULE 1:
DT(these)
> X

AN )

X

Syntax-Based Decoding

“astronauts coming from

——— France and Russia”
RULE 16:

NP(x0:NP, x1:VP)
> x1, ¥, x0
“coming from France and Russia”
RULE 11:
VP(VBG(coming), PP(IN(from), x0:NP))
> kH ,x0
“France and Russia”
RULE 13:
NP(x0:NNP, x1:CC, x2:NNP)
2> x0,x1,x2
“include” “France” “&” “Russia” “astronauts”
RULE 2: RULE 4: RULE 5: RULE 6: RULE 8: RULE 9:
VBP(include) NNP(France) CC(and) NNP(Russia) NP(NNS(astronauts)) PUNC(.)
> P > VEH > Fi > 2 W > Ffi, A >.

7N PHEFE

“|

KA IRE A EEFE B T R




“these”

RULE 1:
DT(these)
> X

AN )

X

“include astronauts coming from
France and Russia”

RULE 14:
VP(x0:VBP, x1:NP)
2> x0, x1
“astronauts coming from
—————— France and Russia”
RULE 16:
NP(x0:NP, x1:VP)
> x1, ¥, x0
“coming from France and Russia”
RULE 11:
VP(VBG(coming), PP(IN(from), x0:NP))
> kH ,x0
“France and Russia”
RULE 13:
NP(x0:NNP, x1:CC, x2:NNP)
2> x0,x1,x2
“include” “France” “&” “Russia” “astronauts”
RULE 2: RULE 4: RULE 5: RULE 6: RULE 8:
VBP(include) NNP(France) CC(and) NNP(Russia) NP(NNS(astronauts))
> P > VL > > > FHi, &

7N PHEFE

“|

[ .

/|

<

B EE M

RULE 9:
PUNC(.)
>,

K

=
DA



RULE 15: “These 7 people include astronauts
S(x0:NP, x1:VP, x2:PUNC)  coming from France and Russia”

> x0,x1,x2 |
RULE 14: |
VP(XOZVBP x1: NP) “include astronauts coming from
! : France and Russia”
- x0, x1
“astronauts coming from
————— France and Russia”
RULE 16:
NP(x0:NP, x1:VP)
>x1, 1, x0
“coming from France and Russia”
RULE 11:
VP(VBG(coming), PP(IN(from), x0:NP))
> kH,x0
“these 7 people” SULE 13. France and Russia
RULE 10: NP(X0:NNP, x1:CC, x2:NNP)
NP(x0:DT, CD(7), NNS(people) > %0, x1, x2
> x0,7A
“these” “include” “France” “&” “Russia” “astronauts”
RULE 1: RULE 2: RULE 4: RULE 5: RULE 6: RULE 8: RULE 9:
DT(these) VBP(include) NNP(France) CC(and) NNP(Russia) NP(NNS(astronauts)) PUNC(.)
> X > P > EH > A > P >l R 2.

“|

X7 PSS OkRE VAR AT EEFE K TN .

Derivation Tree




Output English Tree

VP

\

NP

/\vp

NP

NP
N NP NP
DT CD NNS VBP

NNS VBG IN NNP CC NNP PUNC

These 7 people include astronauts coming from France and Russia




Empirical Questions

o With the acquired rules:

— Can you always reach a top S for new
Chinese sentences?

— Does reaching a top S result in overall
grammaticality?

— Is it only possible to reach a top S by
changing the meaning?

— Is the overall translation accuracy good?



iInput

dev-little (line 47) - dev-little /

Input: 1 ¥§ B E B B K Sk BIEE -
Reference: the chinese enterprises have become the biggest outside investors in macao .
AlTemp-e: investment o | in 1 | macao p | has 3 | become 4 | the largest 5 | foreign ¢ | investors 7 |- s
AlTemp-f: " ;| B o | Es1ﬁijﬁl4|f§ﬂzlﬁkﬁ‘]sl5l‘%siﬁﬁfﬁ71 L

[dev-little] 1-Best: the chinese - funded enterprises have become the largest external investor in macao .

[dev-little] 1-Best Tree phrase'based
5 system output

NP-C
/\ ‘
NPB VBP VE-C .
DT cl NNS  have VBN NP-C ‘\
/l\ l /\ syntax-based
the JJ 33 JJ  enterprises become  NPB PP system output
|
chinese funded DT  JiS 33 NN IN  NPC
|
the  largest  external  investor  in PB
NNP
macao




| , _ ‘ input
dev-little (line 59) - dev-little /

Input: & 49 48 xF E % @ E 5 R # R BB s B .
Reference: keenana expressed gratitude to china for its great assistance to tanzania in the past .
AlTemp-e: kinana ¢ | to ; | china 5 | in the past to 3 | tanzania 4 | expressed appreciation 5 | for the substantial g | assistance 7 | . g

AlTemp-f: ZE GG o | Xy | PE o | TE Mo | HF, (RO KR [EB, | R BH | - s
[dev-little] 1-Best: kinana thanked china for substantial assistance to tanzania in the past . \
|[dev-little] 1-Best Tree phrase_based

/N system output
NP-C VP .

NPB v 54><
NNP tharllked NPB IN NP-C
,,/’/A““xxh T syntax-based
kinana NNP for NPB PP
/\ /\ system output
china JJ NN TO NP-C
substantial assistance to NPB/\PP

tanzania in NPB

the past




- am EE B B BN BN OB N N T
dev-little (line 38) - dev-little
Input: MK HH BXK i BRdS , B HAMSHAS L RO 5 BT W RS HRAT BA 2% .

Reference:

the two - day seminar is jointly sponsored by the wto shanghai research center and shanghai foreign service company limited .

AlTemp-e: the o | two - day { | seminar 5 | by the world trade organization 3 | , 4 | shanghai research center 5 | and

.;|J:?§FER¢9I~HE%7I’EFE*2¥?1gl&%é‘é#}gl e 10

ghai research center of the world trade organization .

Itd . 8 !jOll’ltI}" a9 | - 10

AlTemp-f: Ko | HEFR B |2 .|, 4| B HERSHEA , | B¥E Wi 5 | 5

[dev-little] 1-Best: the two - day seminar , organized jointly by shanghai foreign services Itd . and shan

|[dev-little] 1-Best Tree

VBN

organized

ADVP

NP-C

6 | shanghai foreign service 7 | co .

the JJ JJ JJ seminar jointly by CC NP
l /\
two - day NPB and NPB PP
NNP NNP NNPS NNP ' NNP NNF NNP IN NP-C
| ]
shanghai foreign services Itd shanghai research center of NPB
DT NNP NNP NNP
| |
the world trade organization

’




EEEREERER

lev-little (line 53) - dev-little
Input: T 3¢ 7€ JLE #3F Bt B 58 N, BJG PEA BHE 2B —FF 28 F 9 .

Reference: ding hao completed his primary school at the children welfare school , and then went to a nearby township middle school .

AlTemp-e: ding hao ¢ | in ; | children ’s welfare institute 2 | complete primary school 3 | , 4 | then entered 5 | commune ¢ | near 7 | a school g | , ¢ | junior
high school level . ;5

AlTemp-f: T B¢ | #E , | JLE 8F Bt o |58 A4, |]&§Eiﬁ)\5|f§ﬁiﬁ?|§lﬂlﬁ|—E-’?£}‘—’ﬁgfj:g|*ﬂ¢‘ ° 10

dev-little] 1-Best: ding hao in children ’s homes finishing elementary school and was subsequently entered junior high school at a school near their home towns .

lev-little] 1-Best Tree

N NN Ii\_ NP-C
g hao  in  NPB @
e
NPB subsequently en t-er%’B\ PP
NNS POS homes elementary school 3. NNP NNP IN NP-C
children 's junior high school at NPB PP
DT NN IN NP-C

a school near NPB

their home



dev-li line 64) - dev-li
ev-little (line 64) - dev-little air g
Input: fih #if5 , -~ o WE TLL R R FE 1 Kkt .

Reference: he assured that canada and china can become very good partners .
AlTemp-e: he was convinced that ¢ | the ; | two countries 5 | , 3 | can 4 | become good 5 | partners ¢ | . 7
AlTemp-f: i B , o | M0y | ~ o | BEE o | ATLL 4 | A B 4780 5 | AFEkBEG | -

[dev-little] 1-Best: he is convinced that canada , china could be a good partner .

[dev-little] 1-Best Tree

S
p/pN
NPB VBZ VP-C ‘
/\
PRP is VBN SBAR-C
|
he convinced IN S-C
/\
that NP-C VP
|
NPB MD VP-C L ,W"""f .
. )
I\'NP/‘,\NNP coLd VB NP-C S \V;J:"f “‘)
|
canada ‘ china be NFB

E|l good partn@



N A R S - O S - O S - - S N S O ) e
dev-little (line 51) - dev-little
Input: ¥E 4 R B 7 BE ERINS /3 FH2 2 L 2K Bh AU H .

Reference: the french foreign minister made the above statement in a meeting of the foreign affairs commission of the french national congress .

AlTemp-e: french ¢ | foreign minister ; | in the french national assembly 2 | yesterday , 5 | the statement delivered by 4 | foreign affairs 5 | committee
meeting ¢ | . 7

AlTemp-f: HEHE o | M, | MER £ 5 | 7 BE BRWES o | /M | ZBRA2 QW Lo | AR LR FH B . -

[dev-little] 1-Best: the french foreign minister was the statement issued at the french national assembly foreign affairs committee meeting yesterday .

[dev-little] 1-Best Tree

//,’-SN
NP-C VP =
NPB VBD NP l

the french foreign minister PP NN

/N

IN NP-C vesterday
|

at NPB

/\
NPB NN
T R
NPB J17 NNS NN meeting
|
DT NNP NNP NNP foreign affairs committee

the french national assembly




dev-little (line 125) - dev-little A:‘.»
44 75 AR M A1 miss s (e 1 48 9% F AR 15 3 -

Input:
Reference: the torrential rain this year in california and its southern part is attributed to the el nino .
AlTemp-e: this year o | in california ; | and southern ; | areas 3 | of heavy rains 4 | attributed to 5 | a ¢ | favorite 7 | el nio s | . o
AlTemp-f: %ﬂ%l&flﬂﬂ?ﬁ)@iﬁ J‘l‘llIﬁlﬁgﬁglﬂﬁgalEl’]!a??ﬁ«f%ﬁUJ%?TsIIE?T\E%qH’EﬁI%H ° g

this year made love in california and southern areas of torrential rains were blamed on el nino .

Sc.'e.

[dev-little] 1-Best:

[dev-little] 1-Best Tree

NP_C/—VPN_ ‘FW'“'] .
| e e

hf' C
NP-C SBAR ‘ ns _) v ey

NPB VBD

NN NN made NPB

this }-EL NN m/wc\ /\
PP VBD VP-C

love NPB
NNP CcC JJ NNS IN NP-C were VBN PP
] | /N
california and southern areas of NPB blamed IN NP-C
|
1J NNS on NPB
torrential rains NNP NN

el nino




Lots of Open Problems

o Specific to MT:

— Choosing syntactic categories that are appropriate
for translation

— Decoder search errors
— More context for rule choice
— Syntax-based language models

 For of NLP and beyond.
— Modeling with tree transducers
— Algorithms for tree transducers
— Generic software toolkits for tree transducers



Tiburon: A Tree Automata Toolkit

Developed by Jonathan May, USC/ISI
First version distributed in April (www.isi.edu...)

You cast your problem in terms of tree acceptors
and transducers

You get implemented algorithms for free
— Kumar/Byrne’03 do this for phrase-based MT
— Pereira/Riley’96 do this for ASR

Wealth of tree automata literature to drawn on

Still lots of open problems in tree automata and
In choosing formalisms for modeling NLP



Tiburon: A Tree Automata Toolkit

String World Tree World
Weighted String acceptors Tree acceptors
Sets (WFSA)
Weighted String transducers | Tree transducers
Transformations |(WFST)




Tiburon: A Tree Automata Toolkit

String World Tree World
N-best ... ... paths through a lattice ... trees in a forest
(Viterbi, 1967; Eppstein, 1998) (Huang & Chiang, 2005)
EM training Forward-backward EM Tree transducer EM training

(Baum & Welch, 1971)

(Graehl & Knight, 2004)

Determinization ...

... of weighted string acceptors
(Mohri, 1997)

... of weighted tree acceptors
(May & Knight, 2005)

Intersection

WESA intersection

Tree acceptor intersection
(despite CFG not closed)

Applying transducers

string > WFST > WFSA

tree > TT - weighted tree
acceptor

Transducer composition

WEFST composition
(Pereira & Riley, 1996)

Many tree transducers are not
closed under composition!
(Rounds, 1970; Engelfriet,
1975; Graehl, Hopkins, Knight




Classes of
Tree Transducers

RLN



Classes of XRr=Rg
Tree Transducers -
X
GK’04 <\\\\ R

XRL \
RL

XRLN

GHK’07

RLN

GS’84

Expressive power theorems in Graehl, Hopkins, Knight (submitted)



Classes of
Tree Transducers

XRg=Rg R® =

r r

2 2

¥R R F
GK’04 \ i A
R GS’84 /\F

XRLN

GHK’07 &\\\\\\

RLN

GS’84

XRL
Q\\ FL=RL;
RL —

bottom up
transducers



Classes of XRy=Ry, R’ =
Tree Transducers i o

cko4  XRLN
(XRHS, input-e,
///////////,,—————"”"_—_——_%9 output-e) <§_‘§\\\\\\\\\\\\\

XRLN XRLN RLN
(XRHS, output-e) (XRHS, input-e) (XRHS, input-e,

GHK’07 A\\\\\\\\§“-___ ////T output-e)

T////”~—* [: i \

XRLN RLN RLN
(XRHS, e-free) (XRHS, input-e) (XRHS, output-e)

GHKM©4&\\\\\\\\\\\\‘~___ T _ﬂ////////% o
RLN

(XRHS, e-free)



Conclusion

« Making progress on machine translation
 Opening up field of tree automata to NLP

* Interdisciplinary Research
— Machine Learning
— Engineering
— Linguistics
— Efficient search algorithms
— Automata theory
— Grid computing




the end

beginning!



